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 Abstract 
Cloud computing is a smart way of providing web services to the user from any where by using internet connection on pay-per-

use basis. As it uses web 2.0 technology the data travels along different paths through different network devices and finally arrives 

at the client end by overcoming the network traffic and delays, the network traffic and the associated delays is based on the 

geographic location of the original web-server, network latency, and the content which is being served. CDN (Content delivery 

network) is a globally distributed network which caches the static content of the website into its edge servers and serve them to 

the geographically nearest requesting user. As static content does not require processing so it will be served immediately from its 

nearest edge server. We proposed an efficient way that employs request manager system over the content delivery network to 

serve and direct the user request to the nearest edge server and establish the connection between them to transfer the static 

contents.  Handle on demand network popularity of the Content Delivery Network and solve the flash crowd problem, caching 

web content at the internet‘s edge server has been emerged. Therefore finding the nearest edge server to a particular web user is 

an open research problem and it ensures a faster response time and download time of the requested content due to reduced 

latency. 

Keyword: Cloud computing, Content Delivery Network, Nearest Neighbor Queries, Edge server, 

Request manager system, Edge server selection.   

1. INTRODUCTION

With advancement in the network technology day by day the no of clients are increasing and 

demanding more smooth and secure services on the way, as on the same way many IT companies 

are focusing to satisfy the clients with their requirements and trying to invest more on creating new 
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things than to invest in maintenance, so companies are looking for cloud computing. Even though 

cloud computing has a great effort in allowing unlimited user access to a site and auto scalability 

but it suffers from network delay in serving the contents to client; as because the data packets has 

to travel from different routes through different network devices from original webserver to the 

 end user. So the question arises why not we serve the client from their nearest location? What if we 

can reduce the network latency by putting an edge server to that region? Solution to this a Content 

Delivery Network (CDN) : It is a geographically distributed network of webservers which caches the 

web content and deliver the web content to the requested clients based on their geographical locations. 

When a user sends a requests to the website then the original server redirects the request to the 

registered CDN, which then serve the static contents such as images 

,JavaScript ,CSS files or any other contents which is being embedded in site pages. This approach 

generally helps in serving the content faster but it has certain limitations such as selecting optimal 

edge server, and also keeping track of end user request. 

 

In this paper we devise an optimal edge server selection algorithm which selects and stores the 

results in recently used list, which can be used to find the future edge server selection request within 

the same algorithm. 

2. BACKGROUND STUDY 

a. Content delivery network 

A vast geographically dispersed system of servers set up in several data centers throughout the Internet 

is known as a content delivery network (CDN). A CDN's objective is to provide end users with high-

performance and high-availability material. A significant portion of today's Internet content is served 

via CDNs, including social networks, downloadable objects (media files, software, and documents), 

web objects (text, graphics, and scripts), applications (e-commerce, portals), and live and on-demand 

streaming media. The CDN chooses the edge server closest to the end user when several users from 

diverse geographic regions request a website, distributes the static content, and helps lower the 

network latency time, as shown in Figure 1. 

 

Fig. 1. Content Delivery network 

By bringing the content closer to the users, the Content Delivery Network (CDN), which is made up of a 

number of servers and Points-of-Presence located all over the world, helps to speed up page loads and 
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shorten download times. To put it simply, a CDN is a collection of mirrors for your website that are housed 

so that the material is sent to your target audience from the server that is nearest to them. 

3. METHODOLOGICAL ASPECTS

a. Server Selection using Request Manager System

In this paper our main goal is to find the nearest edge server to the requesting client, and help serve the static 

contents to the client. In this approach instead of implementing the algorithm all over the CDN, we have 

implemented the concept of keeping a request manager system(RMS), which basically consists of 

hardware (Hard disks, processor, Memory, GPS, network device) and the software which will handle the 

entire incoming request from users of various geographic locations requesting for various web sites. This 

system, which is positioned centrally above the CDN, essentially maintains track of every edge server 

inside the CDN. It has all pertinent data about the edge servers that are connected to it as well as the 

databases of the websites that the request is intended to be handled for. 

Fig. 2. Edge server selection using RMS 

NOTE: Lines connecting the edge server, RMS and Web Server may contain powerful network 

devices and in between them DNS (Domain Name System as user will type the domain name 

instead of IP Address) is placed. 

We assumed that CDN is registered for the specific domain with DNS and the following 

requirements of the CDN holds— 

1. Request manager system is placed centrally and is connected to each edge server with high speed

connection.

2. Request manager system maintains a table of all the edge servers that contains parameters such

as workload, network latency, average response time, storage capacity, channel capacity etc.
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which is periodically updated. And let this table be called as edge parameter table. 

 

3. Each edge server runs the services for periodically broadcasting the average workload, network 

latency, and storage capacity and also employs a search query service to search for contents within 

the CDN. 

4. Request manager also employ a recently used list, which asynchronously updated whenever a user 

from unique geographic location and IP address allotted an edge server. This list contains 

geographic coordinates, IP address and the corresponding selected edge server’s IP address. 

b. Flow chart 

 

                                                     Fig. 3. Flow chart 
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c. Algorithm for Edge Server selection 

 

1. Let U={u1,u2,u3,u4…….un} represent the collection of users from various geographical areas.  

2. Let RM be a CDN's request manager, and let E={e1,e2,e3,…..en} be the collection of edge servers.  

3.  When a request is sent to a particular domain (for example, www.xyz123.com) by a user from set U. 

After determining the address, the DNS sends the request back to the original server.  

4. The original web server determines what kind of material should be delivered when a request reaches 

it; if it is for static content, it forwards the request to the registered CDN's request manager system. 

5. In order to determine whether or not the user has recently requested any content, the request 

manager first determines the user's location, including longitude, latitude, and IP address, 

before searching the recently used list.  

 

It instantly associates the matching edge server that was most recently used to serve the 

content if it discovers the IP address and related geo-coordinates in the recently used list.  

 

Otherwise, proceed to step 6; 

6. A new user has now made the request.  

 

a) Using the haversine distance calculation method, determine the distance between the user 

and the CDN's edge servers. Then, save the result in a data structure called distance_list, 

which includes the edge server's IP address, the user's geolocation, and the distance between 

them. 

 

 

b) Sort the distance_list by distance in ascending order. 

 

7. From the distance_list, select the first edge_server.  

 

a) If (getNetworkLatency(edge_server) 

 

b) If not, chosen_edge_server = temp_server; terminating 

End for 

 

8. After selecting an edge server, the user's and the selected edge server's parameters are added to 

the list of recently used servers.  

 

9. The selected edge server now receives the user's initial request and transmits the static data 

right away.  

10. The user and the selected edge server are now linked. 

 

11. In the event that the user requests static or dynamic content again, then  
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a. The following occurs when dynamic content is requested:  

As a proxy, i. selected_edge_server gets the dynamic content from the original web server and 

sends it to the user. 

 

a. If static content is requested, then:  

i. If the static material is available, send it immediately.  

 

ii. Otherwise, if it is not present in selected_edge_server, it will ask its siblings for content and, if 

it is, reroute it to te user.  

 

 

iii. Content is distributed over the CDN with the help of RMS if it is not available there, and a 

brought back request is sent to the original server to obtain the static content.  

 

12. Repeat steps five through eleven for every request. 

13. End 

 

For adding and searching content in the recently used list we can use hashing and for sorting 

the distance list we can use any stable sorting algorithm. 

 

 

a. CONCLUSION 

Now days CDN becomes an efficient way of delivering static content to the client 

user, it also helps in providing live streaming, video-on-demand(VOD) ,faster data sharing 

(used by online storage provider) services in the world of internet. In our proposed work we 

used a centrally dedicated request handler system (RMS) which keeps track of all the 

connected edge servers of a CDN and monitor the status of each edge servers, this will boost 

the network performance and the average workload of the edge servers for the following 

reasons- 

1. RMS protects from unnecessary network traffic to the edge servers by running the edge 

server selection algorithm centrally on RMS. 

 

2. RMS keeps track of all the edge servers and monitors the status of the edge server and 

helps in handling faults. 

 

3. Easy to extend the number of edge servers and for any modification to algorithm needs to 

be modified on RMS only, as algorithm runs centrally. 

 

4. It also offers different running services such as FTP, broadcaster, SMTP etc and a special 

service called brought back request, which helps in caching the file from the original web server and 

distribute over the CDN, if and only if the content doesn’t exist within the CDN. This works 

automatically as it is a part of algorithm. 
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5. This methodology serves faster to the frequent users as they are stored in recently used 

list, no need to run the whole algorithm. 

 

Finally, we conclude that our proposed work can handle huge requests from different users 

who are keen to access static contents such as videos, images, or any other files. We assume 

that this CDN is hosted either as a cloud system to provide CDN as-a-service or hosted at any 

cloud vendors. And our approach is as practicable to be implemented to help serve better. 
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